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Abstract

The fast development of software for medicine caused the arise of new methods of learning about illnesses and complications which appear during pregnancies. The curriculum has to adapt to the student's skills, knowledge for them to reach their potential. Learning analytics provides answers and possible solutions for the pregnant women who come to be monitored and treated. The measurement, gathering, analysis and reporting of biological parameters help the doctors and their students to understand and to optimize the healthcare learning, as well as to improve the applied treatments. The proposed tool combines descriptions, diagnostics, predictions and prescriptions in order to obtain optimal results. The online learning experiences bring evolution and expansion of knowledge for the medical students who will become the future generations of doctors. The system uses an ontology to build the learner profile regarding the notions about illnesses and complications of pregnant women. The recommender algorithm takes into consideration the medical students who did well while learning from the course where the mandatory notions have to be known. The mandatory notions that appear inside the ontology are defined in an RDF file. The notions are linked using RDF triples that are created between a subject, an object and a predicate. The information about the other consulted materials which are added by the doctors are also taken into consideration when doing the reading recommendations based on the new created triples. SPARQL queries are used for querying the data depending on the ontology reasoning and on the defined rules that satisfy a certain condition. The learning analytics software takes into consideration implicit and explicit metrics. The implicit metric gives the patterns of the user's behaviour, without being aware of it. The explicit metric is triggered by the notions which are checked based on validated knowledge coming from the medical staff. The quality of learning is improved by analyzing the described metrics and using the automatic recommender in a time where it is difficult to choose out of the many resources and courses that are available online. The dashboard of the students provides them information to understand the immediate actions which should be undertaken for studying pregnancy complications.
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1 INTRODUCTION
The world in which we live is in a constant and the skills that the people must have evolve at every step of their career. One of the causes is due to the fast development of the software industry and its applications in all other domains, including healthcare. Medical students, their professors and the healthcare personnel must adapt the learning strategies which they have for the challenges which rise. A curriculum which is set before for all the students is not enough any longer. The curriculum needs to change based on the learner's characteristics, skills and decisions for them to reach their potential. 
Nowadays education is not provided only in classrooms, but also in every learner's personal environment. By using the resources that are available via the Internet, one can constantly evolve professionally. Learning analytics is used for the purpose to provide answers and possible solutions to the problems brought by an obsolete educational system.
Learning analytics measures, collects, analyses and reports data regarding the learners based on the context in order to understand and optimize the learning process [1]. The four levels of learning analytics are descriptive, diagnostic, predictive and prescriptive [2, 3, 4]. The descriptive level is based on detailed facts, figures. The diagnostic level examines the descriptive elements given by the previous level and allows to critically assess the reason of the outcome occurrence. The predictive level offers information about what will happen based on different elements. The prescriptive level is related to the actions which are to be done in order to achieve a specific outcome that depends on the use of different elements. All of these levels are combines for obtaining optimum results.
The medical students benefit from learning analytics for the purpose of understanding preeclampsia and its complications. Preeclampsia is a disorder caused by hypertension, along with the damage of internal organs, namely the liver and kidneys [5]. The illness occurs during the third trimester, but it can appear anytime during the pregnancy, at the delivery or after the delivery of the baby for up to twelve weeks [6]. 
In the case in which preeclampsia is not treated, seizures can appear, as well as eclampsia [7]. It was found out that the illness appears due to the abnormal blood flow in the placenta [8]. A visible sign of preeclampsia is swelling [9]. The factors which influence the occurrence of preeclampsia include age, obesity, gestational diabetes, in vitro fertilization, previous history of preeclampsia, multiple gestation, family history of preeclampsia, history of chronic high blood pressure [10]. Because of all these factors, the curriculum of the proposed platform adapts to the student's knowledge and skills. This facilitates each student to reach his/her own potential and benefit from it.
Data about preeclampsia is gathered from books, as well as from blood pressure recordings which come from patients, and they are all stored on the server side of the system. The learning analytics software provided by the system offers answers and solutions for monitoring and treating pregnant women by combining descriptions of the illness and the symptoms, diagnostics, predictions and prescriptions.
In the next section are presented the general overview of the system, the privacy features of the system, the levels of the learning analytics tool, existent recommender systems along with their algorithms, similar applications, the system's ontology and the proposed recommendation platform. Sectors 3 describes the recommender algorithm, the ontology inferences and the course similarity calculation. The last sections outlines the conclusions.
2 METHODOLOGY

The purpose of the research is to develop a learning analytics tool which enriches the online learning experience of medical students and of the medical staff through courses. The profile of the learner is constructed using an ontology in which are also stored the notions regarding the implicit and explicit learning metrics which were triggered as the students used the platform. The implicit metrics relates to the learner's behavior patterns, while the learner is not aware of it. The ontology also contains information about preeclampsia, other illnesses and the complications which pregnant women may undergo while being pregnant. These notions are stored as RDF triples, containing a subject, an object and a predicate. Every course has a group of triples. All the triples are placed inside the RDF type ontology. The triples represent the medical staff validated knowledge which is checked in order to find out if the notions have been understood and remembered.
Recommendations are constructed based on the triples. The learning analytics tool queries the data using SPARQL based on defined rules and suggests what the learner should read based on the outcome. In this way, the learner's study process is eased by not having to choose out of many resources and courses that are available in the printed or online format. At the end of the recommendations process, on the dashboard of the learner are provided that actions which should be taken to better understand the pregnancy complications and treatments. In this way, a better medical staff is trained and prepared for the future decisions.
2.1 Privacy
An issue which must be tackled is the privacy of data involved in learning analytics. In this field data is examined as a means of drawing conclusions to help learners make better decisions and improve their learning process, as well as help understanding learning behaviors and patterns in correlation to academic success. Consequently, it has to be distinguished how much of the data collected is private and what constitutes a privacy violation in this context [11].
One concern is how to share the data or information extracted from data without violating privacy. Another consideration to be kept is obtaining consent from the student regarding data collection and the user's possibility of opting out of data gathering. Thus, institutions and all parties involved in implementing learning analytics software must be aware of the possible effects improper data collection can have on students and work towards preserving privacy and their rights. Furthermore, all of this must be done while achieving the goals proposed for students and medical professionals [12].
Researchers have used the anonymization of data before being published as a way of preserving privacy. This can be performed using a variety of methods each with certain advantages or disadvantages. Suppression is a very simple way of implementing data anonymization which involves the replacement of a certain attribute values with a special symbol, like "**" for example. This method is subject to severe loss of quality in the data. Generalization is another popular method, meant to replace a value with a more general, but semantically similar value. For example, a number would be replaced by a range of numbers. As with suppression, this causes the lowering of data quality, and is especially ineffective in the case of high-dimensional data [13].  

A more complex technique is bucketization which unlike the previous methods does not modify any of the sensitive attributes. In bucketization, the data set is divided into a number of partitions, each of which correspond to a distinctive GID value. In the end, the original table of values is split into two tables: the quasi attribute table which will contain a GID column instead of the original sensitive data, and the sensitive attribute table which will associate each sensitive attribute record with its GID. The benefit of this method is that it allows for retrieving of the original values and can be used to anonymize high-dimensional data [14]. 
Another more modern and effective method of anonymizing data is slicing. This technique was proposed as a solution to the disadvantages presented by generalization and bucketization. Slicing is done by dividing the data set into partitions in two directions: vertical and horizontal. Horizontal partitioning is implemented by finding similarities among the attributes and grouping them into columns. The next step is assigning tuples into buckets (vertical partitioning) and then reordering the values in each column.

2.2 Levels of Learning Analytics
The levels of learning analytics are descriptive, diagnostic, predictive and prescriptive [15, 16]. The descriptive analytics is related to what happened. The diagnostic analytics is about why it happened. The predictive analytics is about what will happen and it is defined by the goal of looking into the future, of drawing conclusions about what will and can happen based on the data that was examined. This however is not an exact science, it will never be possible to say with 100% accuracy what will happen. This type of analytics can provide an insight that might not otherwise be considered. Trends are examined in learning and to draw conclusions about the future.

The prescriptive analytics is about how is it possible to make it happen, it is the purpose of guiding the decisions and actions towards achieving a desired outcome. The prescriptive component of a learning analytics application is a recommendation algorithm that suggests resources for students who wish to improve in a certain area or domain, like in case of preeclampsia. Prescriptive analytics uses the result of all other levels of analytics, namely descriptive, diagnostic, predictive, and makes decisions about how to obtain a better result based on the information previously extracted.
Predictive and prescriptive analytics are much more complex than descriptive analytics, which only work in hindsight and provide us with information about the past. Predictive analytics builds on the information and techniques used by descriptive analytics in order to provide us with information about possible outcomes in the future. Prescriptive analytics uses machine learning and dynamic rules in order to ensure or improve the outcome.

2.3 Recommender Systems
The proposed system puts forward the idea of using a recommender system algorithm for giving medical students suggestions on the materials they can study going on forward to knowing how to deal with cases of preeclampsia among pregnant women who are their patients.
2.3.1 Recommendation Algorithms
Recommender systems are information filtering systems that can be used to give the user suggestions regarding many items [17]. Recommender systems usually make recommendations for a specific type of items for example, courses for a learning platform. Recommender systems are very important for the communities of today, because they help the users to deal with the problem of information overload [18]. This problem has been exacerbated because of the rapid growth of the Internet and the massive amount of resources one can find on the web nowadays. This is a relevant problem in the field of learning analytics because it may prevent learners from differentiating relevant, quality content from the rest [19]. The phases of the recommendation process are information collection phase, learning phase, prediction or recommendation phase and based on the feedback, the previous steps are repeated again.

The first phase is the information collection phase which involves everything that the system does in order to build the profile of the user, but also gather information about the items that can be potential candidates for the final suggestion. The information involved in this phase can be gathered explicitly or implicitly, but it is best if the information gathering process is a hybrid of these two. When the system gathers information explicitly from the user, it is implied that the system asks for user feedback through forms or other input methods and the user has to expend some effort on this. The implicit information gathering implies that the system infers the user's preferences by looking at their activity, for example the time they spent on different web sites or their navigation patterns.

The second phase is the learning phase in which the system uses a learning algorithm to structure and more efficiently use the characteristics of the user, which were identified through the information collection phase. The third phase is the prediction or recommendation phase. This is when a recommendation algorithm is used in order to predict which items the user might find relevant. There are more types of algorithms which can be used in this phase. It is important that after the last phase has been completed, the feedback is gathered from the user and the recommendations are made.

The recommendation filtering techniques are classified into three main types: content-based filtering, collaborative filtering and hybrid filtering.

2.3.2 Content-based Recommendation
The content-based recommendation approach focuses on the items being recommended. Such a recommender system looks for similarities between items, and will suggest to the user items similar to the ones the user had shown preference to before [20]. This has its base in information-retrieval algorithms. There are however certain shortcomings to such a system. First of these is represented by limited content analysis: there is a limit in the number and type of features associated to items because automatically analyzing and comparing content is a difficult task, while manually doing this is impractical. The second problem can be found in the overspecialization of item suggestions: the item suggested could be too similar to the profile items of the user, so much so that they become irrelevant. In this case it is preferred that a certain diversity between recommendations be achieved. The third problem that can be described is the start problem for new users: because new users do not have a profile, they have not provided enough ratings of items, the system cannot reliably make recommendations. 
There are certain techniques that are utilized when implementing a content-based system. In these systems an item may be described by a document and thus natural-language processing would be used to determine similarity between items [21]. Most content-based recommender systems use rather simple item retrieval methods such as keyword matching or Vector Space model (VSM) with basic TF-IDF weighting. In VSM every document is defined by a vector of term weights, with each weight representing the correlation of a term to a document. Usually these weights are determined through the utilization of TF-IDF (Term-Frequency-Inverse Document frequency) weighting. TF-IDF is based on the assumptions that the rarity of a term across more documents and the number of appearances of a term inside one document do not determine its relevancy overall.
Furthermore, normalizing the resulting weight vectors prevents the length of a document from decreasing or increasing its chance of being retrieved. The term frequency is a measure of how frequently a term or word is found in a document [22]. Because when the length of a document increases the possibility of finding a term more often in it also increases it is best to divide the frequency of a word in a document by the length of that document. The inverse document frequency on the other hand measures the significance of a term, because there can be more common words that have little relevance, like prepositions for example. This is why it is necessary for the frequent words to have smaller weights and the rarer words to be scaled up. 
The final score of a certain word in a certain document is calculated as the multiplication of the term frequency and the inverse document frequency. With these final scores can be obtained a vector of N values for each document, where N is the number of terms in the whole set of documents. It is possible to use the vectors of two documents in order to find how similar they are usually by applying a method such as the cosine similarity.

2.3.3 Collaborative Recommendation
The approach focuses on the community of the user. Such a system would collect information on a large number of users, and determine similarities between those users in order to recommend items. This type of recommendation systems improves on some of the short-comings of content based filtering but comes with certain challenges of its own [23]. 
Firstly, it can be identified the start problem which appears when a new item or new user is added: new items cannot be recommended until they have been rated by users, and new users are not given accurate suggestions because of their lack of history. A second issue appears in the form of scalability: traditional collaborative filtering algorithms will suffer greatly in terms of efficiency and runtime when the user and item database grows significantly. 
Synonymy is another issue which can be brought to debate for such systems: this refers to cases where very similar items are registered under different names and their equivalency is not recognized by the system. 
Collaborative recommendation algorithms typically can be implemented using two different approaches: user-based approach or item-based approach [24]. In the case of user-based approaches, the system identifies a group of similar users, also known as a neighborhood, by comparing their ratings of different items: if two users have given similar ratings to the same items these users can be matched. This system makes recommendations to a target user by identifying items that their neighborhood has rated positively but the target user has not rated yet. In the case of item-based approaches, the system builds neighborhoods of similar items using the ratings they were given by users. Like with the previous case, cosine similarity or Pearson correlation can be used to compute the similarity between two items.
2.3.4 Hybrid Recommendation
Hybrid recommender systems are based on the idea that using multiple algorithms can help diminish the disadvantages of pure collaborative or content-based systems [25]. Depending on the type of items and users being taken into consideration, the context of the use of recommender systems, the target problem to be minimized and other variables that can devise multiple ways of combing approaches. Some common methods used in hybrid systems are: implementing separate content-based and collaborative algorithms and joining their results, implementing a content-based algorithm that utilizes some rules of collaborative filtering.

2.3.5 Modern Recommender Systems and the Semantic Web
Modern recommender systems lean more toward context-based recommendation than before as a way of improving them and providing the user with more accurate and relevant suggestions. What must be taken into consideration is the way that semantic web technologies can improve upon existing algorithms [26]. 
In the case of content-based recommender system for example, items can be described as linked open data entities, instead of just text documents. This way the problem of synonymy and of words having different meanings based on context that appears in natural language processing can be alleviated. A major advantage of this approach is that entities have URIs so they can be accessed by different datasets. 
One can use different properties defined in OWL (Ontology Web Language) in order to define connections between entities [27]. One current approach to recommendation of research papers using ontologies involved building an ontological user profile: there were connections made between users and their topic of interests, the books they already browsed. Furthermore, the items to be recommended (the books) were also included in the ontology and classified by domain, topic and other criteria. This system would make recommendation by making connections between the current topics of interest in a user's profile and the items associated to those topics. 
Another method of improving recommender systems using semantic technologies involves introducing semantic measures of similarity to the system. These measures of similarity refer to two different concepts: structural similarity and property-based similarity [28]. Structure-based similarity methods determine similarity between two items based on their location in the hierarchy, relations between their parent-concepts and classes. Property-based similarity refers to the shared properties of the two items, the values of those properties.

2.4 Similar Applications
LOCO-Analyst is a learning analytics tool that analyses learning process which take place on the web, usually using Learning Content Management Systems (LCMs) such as Moodle or Blackboard [29]. LOCO-Analyst is meant to provide the teacher with detailed feedback on a student's performance. This reasoning behind this tool's appearance is that no matter how willing the students are to provide feedback, through questionnaires or surveys, it is hard for these to cover all aspects of a course or module in detail. LOCO-Analyst generates feedback using the analysis of user-tracking data extracted from LCMS iHelp Courses, which is used by teachers to post their courses on the web. After the learning content is deployed on the web students can interact directly with it by reading content, doing quizzes, posting in discussion forums.
Student Activity Monitor (SAM) is a learning analytics tool which uses visualization techniques on data gathered from virtual learning environments [30]. Its purpose is to help students and teachers understand how they are doing in their learning process. Learners can use this tool to compare their progress to that of their peers. Teachers can use it to identify students and gain information on how their students are spending their time on learning resources.

SmartKlass learning analytics plugin can be used with different learning management systems or virtual learning applications in order to gather, analyze and provide insight into the learning process of students at any moment [31]. For teachers, this plugin can offer easy to understand and use information how their students are developing in a class. It can help them identify at risk students so that teachers can provide help for them.
Course Signals Program system implemented by Purdue university with the goal of improving student performance and success and preventing student withdrawal [32]. It uses a predictive analytics system and business intelligence principles in order to find at-risk students and act on this knowledge. 
The predictive algorithm of this system used as input four different categories of data. First it took into consideration the student's performance in the course. Next is data mined from the Virtual Learning Environment: this was used to represent their effort on the given course, and compare it to other students. Another factor is represented by the student's previous academic records, namely grades in previous educational institutes and performance obtained on standardized testing. Student characteristics such as age and total courses taken are also included in the algorithm.

2.5 Ontology
The learner profile ontology is the one which represents and stores the learner profile in the ontology. The information of the profile comprises the student's interests, projects and education. Fig. 1 depicts the learner's profile ontology, as well as its properties. 
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Figure 1. Learner Ontology and Properties
One important distinction to make is that between online courses and university courses. These two classes are used as a central part of the recommendation algorithm implemented. The goal of this algorithm is to help students improve their grade in a certain university course and as such, they provide suggestions of relevant online courses.
The properties are very important because they make connections between different objects and individuals. 
In ontological databases data is stored in the form of triples: Subject Property Object. The subject is an instance of a class, and the Property is one of the properties defined by the user or the RDF or vocabulary used. The object however can be either a instance of a class or one of the primitive types provided in the XML schema definition, like strings, integers. An example of a triple would be Student A takesCourse Course B. This kind of data structure provides us with links between objects that can be taken advantage of much more effectively than traditional databases.
2.6 Proposed Recommendation Platform
The paper's design web application is created for learner and for the medical staff. The main purpose of the web application is to support student performance and growth by providing recommendations, as well as a centralized base of organizational information and resources for the student to use in their educational activities regarding the study of preeclampsia.
This application was designed and implemented with the purpose of helping learners nowadays navigate and thrive in the ever-changing landscape of education and medicine. Nowadays virtual learning environments and massive open online courses provide a lot of opportunities for people to learn and improve their skills freely. 
The problem that intervenes here is the sheer amount of data and resources present on the Internet. As a result, a user can be discouraged from participating in such courses simply because they do not know which one to choose or because they have previously chosen a course that they were not satisfied with. It is possible however to minimize this issue by using personalized recommender systems which can cut through the mass of data and provide a restrained list of resources customized to match the profile.
3 RESULTS
3.1 Recommender Algorithm
The primary purpose of the algorithm is to fulfill the prescriptive and predictive roles described in the levels of analytics. The recommender algorithm is dedicated to students which have poor grades in a certain course regarding preeclampsia and its complications in order to improve their performance.

The algorithm has as initial parameters the student and the medical course for which to provide recommendations. This is a hybrid recommender algorithm organized in multiple sequential steps.  Step 1: the students who have the grades higher in the course taken into consideration than the users, and cross-reference the courses/materials they browsed with those of the user. The result of the first step is a set of possible course recommendations. Step 2: a score for each course is computed based on multiple factors. It is taken into consideration how many of the target students have taken that course, how large the grade difference between those students and the user. There are also taken into account the number of common keywords between the parameter course and the course for which the score is computed. Step 3: The scored courses are sorted in descending order and are chosen a top 5 courses to display for the student.

3.2 Ontology Inferences
For the first step of the algorithm, a list of students which can be used as the recommenders for the target student will be compiled. This will be done using ontological rule reasoning, namely using the native rule definition and reasoning capabilities of Stardog [33]. 

Stardog rules follow the basic SPARQL structure of pattern matching triples in the database but also provide the possibility to use SWRL(Semantic Web Reasoning Language) functions and predicates by setting the prefix at the start of the rule. 

Reasoning in Stardog does not actually create the inferred triples inside the database so the database is not burdened by all the additional data. It instead extends the power of queries, so that when a relevant query is run on the database and the reasoning flag is set to true, the results will include the triples inferred by the rules stored in the database.
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Figure 2. Recommender rule

Fig. 2 represents one of the rules which is used to generate the initial set of possible recommenders for students with low grades in a certain medical course. As noticeable, the used prefixes are declared first and then an IF... THEN structure is used to define the rule.

In this rule ?x and ?y are the variables representing the target student and the possible recommender. First it is checked if they are enrolled in the same course and next it is found their particular grades in that course. In the end the result is filtered by the marks which the students have in that course. If ?y has a higher mark than ?x, it can be conclude that ?y is a potential recommender for ?x.

3.3 Course Similarity
The Term Frequency Inverse Document Frequency is the method which was chosen to compute the similarity between two courses. This is a necessary step in the algorithm because it cannot be assumed that all the courses compiled in the set of possible recommendation are actually relevant to the student's performance in the current course. There is a need to find out if the current course and possible recommendations have enough in common to actually affect the outcome. 

The term frequency is the number of appearances of a word in a given document. In this case the document refers to the description, keywords and title of the course. Because the size of a document can vary greatly, it is also needed to normalize the numbers obtained by dividing them by the length of the document.

The IDF or inverse document frequency is supposed to determine which words are actually relevant and which are not, depending on their overall frequency in the whole set of documents. 

IDF(t) = log_e(Total number of documents / Number of documents with term t in it) 

The TF*IDF result are a set of vectors containing the multiplication of the term frequency and their inverse document frequency for all the documents being analyzed. The way to calculate the final similarity measure between two documents is to compute the Cosine Similarity of each of their corresponding vectors. Currently the application is better suited to being used alongside university studies and providing support for students struggling or just wishing to improve their performance in their formal studies. 

For calculating the similarity measure between two courses there tested multiple methods and frameworks before coming to decide upon one of them. One of the tested frameworks was BlueSimilarity, but it  didn't seem to properly calculate the weights for the terms according to how frequently they occurred in the set of documents. 

Collaborative recommender algorithms take into consideration two kinds of metrics, respectively implicit and explicit. Explicit feedback is gathered by the platform explicitly requesting the user to provide ratings for the content or item they used or tried. Implicit feedback refers to tracking the user's movement across the platform itself, the number of clicks recorded on a certain page, the time spent on that page. Implicit feedback can be a very powerful tool in the field of data analytics because it provides patterns on a person's behavior that even they may not be aware of.
By analyzing the behavior of 20 persons, the recommendations proved to be 83% efficient based on the feedback of the persons. 
4 CONCLUSIONS
In conclusion it is possible and even ideal to improve the learning process using learning analytics and recommender algorithms in the digital age that we live in. Because of the mass of information that students and learners are faced with throughout the globe, it has become very difficult to sift through the many resources and courses available online and actually choose one that is relevant for each individual. The platform is supposed to help the users improve their quality of learning.

At the moment the application only makes recommendations targeted to a certain type of content, by taking into consideration the marks of the student's colleagues and the content characteristics of the course involved. An improvement to this case would be taking into consideration profile and behavior characteristics of the user in order to find courses that are particularly suited to their learning style.

As future work, it would be useful to compute the similarity between courses taking into consideration more than just text queries. The possible criteria to use include the amount of practical learning and projects involved in the course, the type of content involved (videos or documents), the type of evaluation would all be good to be known. 
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